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1. BACKGROUND AND OBJECTIVES 

There is a constant and growing demand for business process automation 

(STEGMAN et al. 2019), which today can no longer be considered exclusively 

as the automation of routine work or rule-based activities, but also of more 

complex tasks that require creativity and even subjective value judgment. 

Today’s technologies, such as Big Data, Artificial Intelligence, Cloud-Based 

Solutions, and the growth of hardware resources (e.g., HPC - High 

Performance Computing) and the gradual improvement of their performance, 

enable high-quality automated decision-making. Its professional and research-

intensive area has more and more encouraging results year by year (e.g. 

BODA 2019). 

However, the development of integrated, IT-enabled solutions to support 

automation and the modernization of obsolete systems impose challenges for 

technicians, managers, and users, as they carry risks (e.g., breach of 

confidentiality of business data assets stored in cyberspace) and contributes to 

the birth of functional units dealing with information management, security 

and control - creating a risk management process for IT resources (BARTA - 

GÖRCSI 2021). 

The final outcome of risk analysis procedures is a strategic decision to reduce 

the IT risks in the organization (VASVÁRI 2008). A decision based on the 

results of the IT risk analysis may be to take measures to mitigate the risks 

that arise, i.e. to mitigate the identified risks through control processes, such 

as the implementation of preventive precautions, corrective or detective 

activities. 

The existence of implemented IT controls does not guarantee fault-free 

operation, i.e. the management must regularly make sure that the mitigating 

measures work effectively, it is not possible to circumvent them intentionally 

(POMPON 2016). 

The functional area for exploring the effectiveness of internal IT controls is 

the IT audit team, which consists of professionals with business and IT 

expertise whose primary goal is to review and continuously test the internal 

IT control environment to ensure that IT processes are in alignment with 

organizational business objectives while maintaining the highest possible 

level of information security. The emergence and introduction of auditing in 

an organization may help to identify control gaps, but there is still the human 

factor, i.e. the possibility of accidental and / or intentional error, and human 
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resource constraints (BARTA 2018b). In most cases, it is almost impossible 

to perform the control testing manually because of its dynamic characteristics. 

For this reason, auditors try to filter out control deficiencies with a 

predetermined number of statistical sample items, i.e., the audit is only partial 

(BARTA 2018b). In addition, there are many examples in Hungary and from 

abroad where the quality of audit work has failed due to conflicts of 

independence, conflicts of organizational interests or unethical business 

conduct: 

 Think of the 2001 Enron scandal, which resulted in the dissolution of 

Arthur Andersen, the world’s 5th largest audit firm, as held accountable 

by the U.S. Supreme Court for its professionally and morally 

objectionable practices (GREENHOUSE 2005). 

 A negative example can also be mentioned in Hungary, which can be 

related to the negligence of IT controls: 

o On 24 February 2015, the Hungarian National Bank (MNB) 

suspended the operation of Buda-Cash Bróker Zrt. (Magyar 

Nemzeti Bank 2015), 

o which led to the fall of Hungária Securities Ltd. and 

o Quaestor Securities Trading and Investment Ltd., which 

together issued approximately HUF 250 billion in fictitious 

bonds. 

The negative examples listed above and the risks associated with the operation 

of audit, can make it clear that the topic is relevant and actual, and will become 

even more prominent and significant in the near future (c.f. Industry 4.0, MI 

Coalition), as the business benefits of IT industrialization and business 

automation will enforce competitors to implement technology solutions 

(VINOGRADOV 2020). 

In order to increase the efficiency of audit work, an automated solution is 

needed that is able to objectively search for signs of deficiencies, process and 

interpret them, not only performing rule-based evaluation, but also explore 

complex, underlying interrelations that can be treated effectively. Based on 

my, the practical enforcement of these mentioned expectations can be included 

in the concept of artificial intelligence. Artificial intelligence is a raison d'être 

to solve the problem by following Knuth's (1995) principles: “Science is what 

we understand well enough to explain to a computer; art is everything else.” 

This shall be the basic expectation of the 21st century (PITLIK et al. 2017). 
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Artificial intelligent enabled software solutions e.g. through their learning 

mechanisms, may be able to monitor suspicious activities, thereby effectively 

creating real value in IT auditing. The problem raised is, therefore, the 

decision situation-specific development of the concept of suspicion generation 

to detect control deficiencies using artificial intelligences, i.e. the replacement 

and support of living human capabilities. 

One of the biggest challenges of artificial intelligence software solutions is the 

limited availability and diversity of samples used to teach and test systems, so 

it is necessary to research methods that can exploit the maximum potential 

(information added value) in the available data set. One of the central results 

of the dissertation is to find the optimum in the available data, on the one hand, 

through more efficient processing of the training data set, and through the 

derivation of model preference without classical testing procedures. 

The objectives and hypotheses of the research can be structured according to 

the following points: 

C1: Following the Knuth principle, in order to increase the efficiency of 

information security audits, a decision support system (robot auditor) should 

be created with artificial intelligence, which can automatically explore the 

interrelations between control gaps and control areas and make suggestions 

for detection of potential human error to reduce detection risk. 

H1: Creating a structured database from information security audit reports and 

processing it as input into the decision support system, the existence of control 

deficiencies to be detected during audits is more likely to be detected than 

random guessing. 

 H1.1: Evaluating the specifics of suspicion generation as a business-

interpreted problem to be solved, the detection of control deficiencies 

can be solved by both supervised and unsupervised machine learning 

procedures. 

 

 H1.2: The performance of suspicion generation can be enhanced in a 

hybrid approach, i.e. the relevant performance metrics used in the 

research of the combined use of supervised and unsupervised methods 

show more ideal values than in stand-alone application. 

 

 H1.3: The hybrid model is able to improve the generalization power 

of simple models. 
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C2: The software robot auditor with artificial intelligence to be developed, 

must be able to use the available data set as optimally as possible, thereby 

maximizing its performance, i.e. the goal is to exploit the genetic potential of 

the robot auditor through controlled reduction of the learning data set. 

H2: The genetic potential of a decision support system can be reached by a 

search procedure with similarity analysis through controlled processing of the 

data set used for training, so that the search procedure leading to genetic 

potential can provide a more ideal result without random mutation and 

population crossings. 

C3: In order to increase the information value of the data set used for machine 

learning, it is necessary to compare the performance of each robot auditor 

alternative in an anti-discriminatory way, to select the best alternative, which 

does not require separation of validation and test set. 

H3: Artificial intelligence decision support systems can be ranked on a 

performance basis without classical testing procedures for machine learning 

applications, deriving the value direction of the descriptive properties of 

predictions as generated sources of suspicion and the mathematical apparatus 

processing this data automatically to objectively determine preferred models. 
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2. MATERIAL AND METHODS 

The research presented in the dissertation required thorough planning work, 

therefore its process was structured according to pre-defined professional and 

scientific methodological guidelines, focusing on the respective objectives. At 

the strategic level of the design of the research, the most important thing was 

to be observed as a minimum requirement for all artificial intelligence-based 

projects: the concept of “good” should be defined in advance and as accurately 

as possible algorithmically based on Knuth (1995). 

 

2.1. Data collection 

To perform the research work, the corresponding task was to design databases, 

where the critical element was the realistic, reliable and objective compilation 

of data that are already able to achieve the modeling objectives, i.e. give a 

clear picture of which information security control areas pose the greatest risk. 

Since information security exposures, lack of controls, and their improper 

operation are confidential information, and their disclosure is a vulnerability 

for most organizations, companies are in most cases unwilling to declare their 

adequacy, or obscuring the whole truth, they are to state controversial 

information to report even within their organization because of the fear of the 

consequences of disciplinary actions. 

The source of the data used for the research contains real data assets collected 

during an on-site inspection (fieldwork) from two auditors, advisory and 

consulting organizations - each with obtained consent, employing more than 

500 employees. 

The audit organizations provided me with a total of 127 real audit reports in 

textual form, in an anonymised manner about audits completed between 2016-

2020. The audit reports represent 127 different independent audits. The 

shortest audit report was 5 pages, while the longest was 106 pages. Data were 

collected between 1 April 2020 and 30 June 2020 and a total of 3699 pages of 

audit reports were processed (average rounded to 29 pages per audit report). 

It should be noted that data collection based on questionnaires and / or 

interviews was deliberately excluded during the preparation of the research 

work, as managers do not intend to share control gaps with external parties, 

and only independently collected data is objectively reproducible describing 

reality in a verifiable way. 
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The raw attributes of the database were defined according to Annex A of ISO 

/ IEC 27001: 2013. 

 

2.2. Applied algorithms and statistical procedures 

The following subsection provides the modeling practices used to prove the 

hypotheses, the input of which was the data assets discussed in the previous 

subsection, as well as the related calculation results. 

 

Decision tree 

Decision tree-based procedures formulate a series of questions based on a 

selected attribute of the data set, where each subsequent question refers to a 

threshold (condition) for a particular attribute. The decision tree was used in 

the development of the decision support system (robot auditor). 

 

Neural network 

The theoretical approach to neural networks is the embodiment of the 

biological neurons of the human brain into a machine form, for which it also 

inherited its name (KÁSA 2018). Similar to the structure of natural neurons, 

artificial neurons are interconnected, where they transport the processed 

information from neuron to neuron. The neurons are located in different 

layers: the input layer receives the data needed for processing, the output layer 

provides the prediction, and the hidden layers transform the information from 

the input neuron to the output neuron.  

The transferred information is “transformed” on the way from one neuron to 

another through the mediation of weight matrices and activation functions. 

The weight matrices contain the “knowledge” of the neural network, and the 

neural network modifies it according to the given learning procedure and the 

pattern found in the data. The neural network calculates the difference 

between the factual value of the target variable and the estimate, according to 

the defined loss function, which it decrypts (e.g. backpropagation) to modify 

the weight matrices of the network (gradient procedure) (BARTA 2018a, 

BARTA - PITLIK 2018). The neural network was used in the development of 

the decision support system (robot auditor). 
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Adaptive Boosting (ABM) 

Adaptive Boosting (AdaBoost or ABM - Adaptive Boosting Machine) is an 

ensemble method of re-weighting incorrectly classified records using several 

weak learners to form a strong classifier. ABM is a sequential method, so each 

weak learner builds on each other (does not operate independently), with an 

emphasis on input data. Each set of data used for learning depends to some 

extent on the previous weak learner, gradually correcting the mistakes made 

by the previous classifiers. The ABM combines individual predictions of weak 

learners as a final classification model, where it takes the mode of partial 

results (majority voting). It is by default a method used to ensemble decision 

trees, but due to its characteristics it can be used for sequential connection of 

any classifier. ABM was used in the development of the decision support 

system (robot auditor). 

 

Gradient Boosting (GBM) 

Gradient Boosting (Gradient Boosting Machine or GBM) is a sequential 

method similar to the ABM algorithm, however, it is a fine-tuned variant of 

ABM, but it seeks to create a strong classification algorithm by optimizing the 

differentiable loss function (gradient) (MASON et al. 1999, FRIEDMAN 

2001). GBM was used in the development of the decision support system 

(robot auditor). 

 

Collaborative filtering 

The method is able to identify similar audit reports with distance / relationship 

metrics, so it is a special clustering procedure where the most similar objects 

return a list of suspected suspicious controls. The list of the two e.g. gives the 

differences between the objects considered to be most similar as output, where 

the degree of similarities between the objects can be used as a weight number. 

It is the decision maker’s preference to determine the threshold for acceptable 

similarity, or the number of minimum and maximum audit reports that are 

closest to the selected object in the multidimensional space. Collaborative 

filtering was used in the development of the decision support system (robot 

auditor). 
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Similarity analysis 

One method of similarity analysis is the mathematical embodiment of the 

“everyone is alike” principle, in which the goal of the modeling is to find the 

most ideal object by defining a fictitious target variable that value is constant 

and which is ranked according to the given direction preferences. Using a 

constant target variable, object identities appear as constraints in the modeling 

process, which is the central element (norm value) of anti-discriminative 

calculations, i.e., the similarity scale. 

Similarity analysis is an optimization procedure that approximates a stepwise 

function for each attribute, which determines the extent of the contribution to 

the target variable (BÁNKUTI 2010). The minimum differences among the 

steps (ideality weights) must always be greater than zero, so different rankings 

must have different step values. By similarity analysis, thus, objects 

significantly different from the norm, e.g. appear as outliers, can be ranked 

according to the value of the target variable. The anti-discriminatory method 

of similarity analysis can be considered as a special neural network, 

methodologically unsupervised machine learning algorithm. 

 

2.3. Evaluation metrics 

To determine the objective results of the research and to measure the 

performance of the models, I use the following metrics: 

 Number of true positives: The number of true hits for the model when 

it correctly hit the suspicious control that occurred. 

 Number of true negatives: The number of true hits for the model 

when it correctly found that a particular control is not a suspicious 

case. 

 Number of false positives: The number of false positives in the model 

when it incorrectly concluded that the particular control was a 

suspicious case and not in fact. 

 Number of false negatives: The number of false hits in the model 

when it incorrectly concluded that the particular control was not a 

suspicious case, and in fact, it was. 

 Accuracy: The quotient of the sum of True Positives and True 

Negatives and all cases. 

 Precision: Precision is the ratio of the number of True Positives to the 

sum of True Positives and False Positives. In the case of imbalanced 
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data sets, the preferred indicator for the relevance of the model 

accuracy estimate is "How valid is the result?". 

 Recall: Recall is the ratio of the number of True Positives to the sum 

of True Positives and False Negatives. In the case of imbalanced data 

sets, the preferred indicator for the relevance of the model accuracy 

estimate is "How complete is the result?". 

 F1-Score: F1-Score is the harmonic mean of the performance derived 

from the combination of Precision and Recall. 

 Variance: The model variance index expresses the difference between 

the accuracies measured on the learning and test data set. 

 ROC curve and AUROC: The application of the method makes it 

possible to explore and interpret the trade-off between the ratios of true 

positive and false negative hits in the classification task. 

 PR curve and AUPRC: It illustrates the trade-off between the 

Precision and Coverage metrics, similar to the ROC curves. 
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3. RESEARCH RESULTS 

The chapter presents the proof of the hypotheses set up based on the analysis 

of the data collected in the fieldwork using the mathematical apparatus 

described in the previous chapter. 

 

3.1. Suspicion generation to detect information security control 

deficiencies 

3.1.1. The development and evaluation of supervised learning models 

In the modeling phase of the supervised machine learning algorithms, I 

processed the transformed data set with three different methods: 

• ABM (Adaptive Boosting) using decision tree; 

• GBM (Gradient Boosting) using decision tree; 

• NN (Neural Network). 

After the development and “deployment” of the algorithms, I recorded the 

results described in Table 1, measured on the test set, which were provided by 

the cross-validation evaluation. 

ABM (80), then NN (74), and subsequently GBM, which was only able to 

perform true positive hits in 46 cases, thus remaining below the performance 

of the other two methods used, produced most true positive hits. However, 

examining the number of true negatives, GBM (954) outperformed the ABM 

(919) and NN (916) algorithms, which presumably supports that GBM rated 

samples (controls) as appropriate by default, with low false positives. The F1-

Score expresses the combined harmony of Recall and Precision on a scale 

from 0 to 1 (multiplied by 100 to obtain percentage performance, similar to 

Accuracy, Precision, Recall, and AUROC), which for ABM (0.57) is the most 

favorable. The AUROC indices of ABM and GBM (0.85) are the most ideal, 

and the GBM algorithm has the least variance (0.04). 
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Table 1: Performance metrics of supervised algorithms 

KPIs ABM GBM NN 

True Positives 80 46 74 

True Negatives 921 954 916 

False Positives 42 9 47 

False Negatives 79 113 85 

Accuracy 0.89 0.89 0.88 

Precision 0.66 0.83 0.61 

Recall 0.50 0.29 0.47 

F1-Score 0.57 0.43 0.53 

Variance 0.08 0.04 0.11 

AUROC 0.85 0.85 0.82 

AUPRC 0.58 0.61 0.56 

Source: Own editing 

 

In general, it can be observed that all three methods are overfit (variance> 0), 

i.e. their generalization power is not optimal, the accuracy measured on the 

learning set exceeds the result of the test set, so the algorithms have also 

incorporated the noise into the approximation that was expected. 

The value of the variance is the smallest in the case of GBM (0.04), while the 

highest in the NN model (0.11), where learning is almost at maximum around 

2,000 samples (the algorithm converged), so the model correctly evaluated all 

samples in the learning set, which is high signs of overfitting and low 

generalization power is presumed, so the sustainability of the application in a 

production environment can be questioned. The degree of overfit can be 

reduced by obtaining additional learning data as well as by regularizing the 

models. 

Examining the AUROC results, it can be observed that all three methods were 

able to mathematically map the pattern between control deficiencies as they 

performed above the desired random level (AUROC value exceeded 0.5). 

Furthermore, since the value of F1-Score can be interpreted and its value is 

greater than zero (the algorithms did not classify all records into a given class), 

it can be stated that the performance of the systems is better than random 

guessing i.e. interrelation exists. 
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3.1.2. The development and evaluation of unsupervised learning 

models 

Unsupervised methods can also be used to generate suspicion, however, 

measuring performance is cumbersome because there is no confirmed target 

variable due to the specifics of the procedures. The decision-making system 

used for suspicion generation can also be interpreted as a recommendation 

system, where the system must artificially “recommend” suspicious controls 

based on historical data. 

In the experiment, I used collaborative filtering, where I used three different 

distance / relationship metrics for the algorithms, so three different models 

were generated: EUC, PEA and COS. 

Twenty-five random samples were selected for testing, representing 19.69% 

of the total population (127). After running the algorithms, I recorded the 

results described in Table 2. 

 

Table 2: Performance metrics of unsupervised models 

KPIs EUC PEA COS 

True Positives 16 18 20 

True Negatives 2,739 2,721 2,710 

False Positives 111 129 140 

False Negatives 9 7 5 

Accuracy 0.96 0.95 0.95 

Precision 0.13 0.12 0.13 

Recall 0.64 0.72 0.80 

F1-Score 0.21 0.21 0.22 

Source: Own editing 

 

For the selected sample, depending on the methodology used, the algorithms 

were able to form a true positive opinion on a total of potentially 25 suspicious 

controls about the putative control deficiencies. Of this, 80% of COS (20), 

72% of PEA (18) and 64% of EUC (16) were correctly judged with a high 

false positive hit rate. 

The Recall, which expresses the ratio of true and false positives, shows a 

favorable value for all three models due to the use of an artificially enforced 

latent target variable. Since the return lists contain all the discrepancies that 

occur between the selected objects, the low level of Precision is not surprising. 
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The nearly identical value of F1-Score does not allow to conclude a significant 

difference between the procedures, with minimal difference, COS can be 

considered the best method from the aspect of F1-Score. 

 

3.1.3. Suspicion generation with hybrid approach 

The basic utilization of hybrid modeling is to increase the performance metrics 

using the unsupervised algorithms described in the previous subsection, thus 

incorporating “recommendations” into supervised methods to provide 

additional useful input, presumably creating a better model. 

In the hybrid modeling, I incorporated the output values of the COS model 

into the supervised methods (ABM, GBM, NN) ceteris paribus, preserving all 

the configuration settings of the supervised methods, thus making changes 

(extensions) to the learning set only. I ran the COS model on all audit reports, 

providing input for both the training and test set. Out of the possible 115 

controls, the model returned with suspicion in 98 cases, so a total of 98 binary 

variables were added to the learning set, which contains the recommendations 

of the COS model. Because the configuration settings for the procedures are 

identical, the improvement / deterioration effects of the hybrid solution can be 

objectively verified. 

Running the hybrid model in production environment, the performance 

metrics of the supervised methods were modified as follows (Tables 3., 4. and 

5). I called methods without a hybrid approach “simple” models. 

Table 3: Performance metrics of simple and hybrid ABM models 

KPIs 
Simple 

ABM 

Hybrid 

ABM 
Change (%) Objective 

Impact of the 

change 

True Positives 80 89 +11.25% increase improvement 

True Negatives 921 944 +2.50% increase improvement 

False Positives 42 19 -54.76% decrease improvement 

False Negatives 79 70 -11.39% decrease improvement 

Accuracy 0.89 0.92 +3.37% increase improvement 

Precision 0.66 0.82 +24.24% increase improvement 

Recall 0.50 0.56 +12.00% increase improvement 

F1-Score 0.57 0.67 +17.54% increase improvement 

Variance 0.08 0.06 -0.25% decrease improvement 

AUROC 0.85 0.90 +5.88% increase improvement 

AUPRC 0.58 0.70 +20.69% increase improvement 

Source: Own editing 
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Table 4: Performance metrics of simple and hybrid GBM models 

KPIs 
Simple 

GBM 

Hybrid 

GBM 
Change (%) Objective 

Impact of the 

change 

True Positives 46 62 +34.78% increase improvement 

True Negatives 954 958 +0.42% increase improvement 

False Positives 9 5 -44.44% decrease improvement 

False Negatives 113 97 -14.16% decrease improvement 

Accuracy 0.89 0.91 +2.25% increase improvement 

Precision 0.83 0.93 +12.05% increase improvement 

Recall 0.29 0.39 +34.48% increase improvement 

F1-Score 0.43 0.55 +27.91% increase improvement 

Variance 0.04 0.03 -0.25% decrease improvement 

AUROC 0.85 0.85 0% increase neutral 

AUPRC 0.61 0.71 +16.39% increase improvement 

Source: Own editing 

 

Table 5: Performance metrics of simple and hybrid NN models 

KPIs 
Simple 

NN 

Hybrid 

NN 
Change (%) Objective 

Impact of the 

change 

True Positives 74 76 +2.70% increase improvement 

True Negatives 916 926 +1.09% increase improvement 

False Positives 47 37 -21.28% decrease improvement 

False Negatives 85 83 -2.35% decrease improvement 

Accuracy 0.88 0.89 +1.14% increase improvement 

Precision 0.61 0.68 +11.48% increase improvement 

Recall 0.47 0.47 0% increase neutral 

F1-Score 0.53 0.56 +5.66% increase improvement 

Variance 0.11 0.11 0% decrease neutral 

AUROC 0.82 0.85 +3.66% increase improvement 

AUPRC 0.56 0.62 +10.71% increase improvement 

Source: Own editing 

 

The hybrid modeling has clearly improved the results, with almost without 

exception an improvement in all metrics can be observed. 
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3.2. Searching for genetic potential using reduced use of the data set 

The genetic potential determined by the optimal use of the training set of the 

learning algorithm should be approximated by a search algorithm in which the 

search is successful if an objectively recognizable, more ideal result is 

obtained in one or more steps, so that the genetic potential can be identified as 

an outlier. 

The search procedure I developed, improved the performance of the hybrid 

ABM, GBM and NN algorithms as can be observed in the following tables 

(Tables 6, 7 and 8), where the maximum was found in the first iteration in the 

case of ABM, while in the case of the NN method, it was occurred in the 

second iteration, with minimal improvement. It should be emphasized that 

heuristics do not necessarily find the best possible solution, as the quality of 

the search is fundamentally affected by the initialization of the base 

population. 

 

Table 6: ABM performance metrics by using search algorithm 

KPIs 
Simple 

ABM 

Hybrid 

ABM 
Change (%) Objective 

Impact of the 

change 

True Positives 89 102 +14.60% increase improvement 

True Negatives 944 940 -0.42% increase deterioration 

False Positives 19 23 +21.05% decrease deterioration 

False Negatives 70 57 -18.57% decrease improvement 

Accuracy 0.92 0.93 +1.09% increase improvement 

Precision 0.82 0.82 0% increase neutral 

Recall 0.56 0.64 +14.29% increase improvement 

F1-Score 0.67 0.72 +7.46% increase improvement 

Variance 0.06 0.06 0% decrease neutral 

AUROC 0.90 0.86 -4.44% increase deterioration 

AUPRC 0.70 0.71 +1.43% increase improvement 

Source: Own editing 
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Table 7: GBM performance metrics by using search algorithm 

KPIs 
Simple 

GBM 

Hybrid 

GBM 
Change (%) Objective 

Impact of the 

change 

True Positives 62 78 +25.81% increase improvement 

True Negatives 958 955 -0.31% increase deterioration 

False Positives 5 8 +60.00% decrease deterioration 

False Negatives 97 82 -15.46% decrease improvement 

Accuracy 0.91 0.92 +1.10% increase improvement 

Precision 0.93 0.91 -2.15% increase deterioration 

Recall 0.39 0.48 +23.08% increase improvement 

F1-Score 0.55 0.64 +16.36% increase improvement 

Variance 0.03 0.03 0% decrease neutral 

AUROC 0.85 0.85 0% increase neutral 

AUPRC 0.71 0.68 -4.22% increase deterioration 

Source: Own editing 

 

Table 8: NN performance metrics by using search algorithm 

KPIs 
Simple 

NN 

Hybrid 

NN 
Change (%) Objective 

Impact of the 

change 

True Positives 76 80 +5.26% increase improvement 

True Negatives 926 926 0% increase neutral 

False Positives 37 37 0% decrease neutral 

False Negatives 83 79 -4.82% decrease improvement 

Accuracy 0.89 0.90 +1.12% increase improvement 

Precision 0.68 0.68 0% increase neutral 

Recall 0.47 0.50 +6.38% increase improvement 

F1-Score 0.56 0.58 +3.57% increase improvement 

Variance 0.11 0.11 0% decrease neutral 

AUROC 0.85 0.81 -4.71% increase deterioration 

AUPRC 0.62 0.62 0% increase neutral 

Source: Own editing 

 

The tables illustrate that some of the indicators in the algorithms deteriorated 

in order to improve the F1-Score, as the search procedure was used to scan the 

more ideal value of the F1-Score by ignoring the other metrics. Without 

exception, this was achieved by improving the rate of true positive (and thus 

false negative) hits. The number of true negative and false positive hits for 

ABM and GBM-based systems decreased, while it did not change for NN. 

AUROC indicators deteriorated with the exception of GBM, while variance 
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was not affected by the procedure, i.e., the accuracy of learning improved at 

the same rate as that of testing. Overall, it can be stated that the search 

procedure was successful, for all three algorithms the F1-Score was improved 

by using the training set closer to the optimum. 

 

3.3. Derivation of model preference without classical testing 

procedures 

The intention of model preference measurement is to create a data set from the 

descriptive properties of suspicious objects generated by the system, in which 

it is possible to determine along several dimensions which system responses 

are preferred (e.g. by the current decision maker or the decision support 

system itself) more than another. Thus, what are the characteristics of a system 

response that can provide higher certainty (cf. consistency (PITLIK et al. 

2017)) to the user of the decision support system. An application that generates 

a large amount of suspicion about different controls, different control areas, is 

likely to destabilize the decision maker and may lead to a higher false positive 

result. 

An application that is able to point in one direction in a uniform and 

homogeneous way (e.g., a control is marked as a suspicious case or suggests 

a set of controls with a similar structure / function for review) is likely to be 

easier to accept because each component in the system has a similar 

conclusion. 

The descriptive properties to be defined, therefore, the widest possible aspects 

of successful and unsuccessful modeling, and should be defined in the form 

of descriptive measures of model performance. Since the number of these 

aspects is infinite, the classical one-factor optimization is forced to be replaced 

by a multidimensional value concept to fine-tune the Hartman principle 

(PITLIK et al. 2020). 

By developing my own model preference derivation algorithm, I examined the 

behavior of 12 models in the case of unsupervised machine learning technics. 

Performance metrics are illustrated in Table 9. 
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Table 9: Summary table of usupervised model evaluation 

Model ID 
Naïve 

Average 
Ranking 

Similarity 

ideals 

Ranking by 

similarity 

analysis 

R_NS_NRS_C 5.75 6 997 8 

R_NS_NRS_E 3.00 1 1012 1 

R_NS_NRS_P 5.75 6 1002 4 

R_NS_RS_C 5.75 6 997 8 

R_NS_RS_E 4.75 3 991 11 

R_NS_RS_P 5.75 6 1002 4 

R_S_NRS_C 6.00 10 996 10 

R_S_NRS_E 3.75 2 1003 3 

R_S_NRS_P 5.00 5 1008 2 

R_S_RS_C 6.25 11 1002 4 

R_S_RS_E 4.75 3 991 11 

R_S_RS_P 6.25 11 1002 4 

Source: Own editing 

 

Based on the table, it can be concluded that R_NS_NRS_E is the most ideal 

model for solving the raised suspicion generation problem among all the 

developed models, which is supported by both rankings (naive averaging and 

similarity analysis).  

After evaluating the test set in the simulated environment and comparing the 

results with those described, the following table illustrates the summary 

results for the hit rates of the models (Table 10). 

 

Table 10: Evaluation matrix of unsupervised models 

Model ID Accuracy Precision Recall 
F1-

Score 

R_NS_NRS_C 0.78 0.12 0.42 0.14 

R_NS_NRS_E 0.84 0.24 0.67 0.32 

R_NS_NRS_P 0.83 0.13 0.42 0.16 

R_NS_RS_C 0.78 0.12 0.42 0.14 

R_NS_RS_E 0.61 0.22 0.92 0.30 

R_NS_RS_P 0.83 0.13 0.42 0.16 

R_S_NRS_C 0.75 0.11 0.42 0.13 
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R_S_NRS_E 0.81 0.22 0.67 0.30 

R_S_NRS_P 0.80 0.12 0.42 0.14 

R_S_RS_C 0.74 0.11 0.42 0.13 

R_S_RS_E 0.56 0.18 0.92 0.25 

R_S_RS_P 0.79 0.12 0.42 0.15 

Source: Own editing 

 

Performing the evaluation of the applied performance metrics (Accuracy, 

Precision, Recall, F1-Score) by the anti-discriminatory mathematical 

apparatus provided by the similarity analysis, where the value of the norm is 

1,000 (Table 11), it can be stated that the indicators of the R_NS_NRS_E 

model are the most ideal overall (1,016.60), so the result of the feedback is 

that the model was rightly declared the winner. 

 

Table 11: Model ideality prediction by similarity analysis 

ID Model ID Accuracy Precision Recall F1-Score Y0 

1 R_NS_NRS_C 0.78 0.12 0.42 0.14 995.60 

2 R_NS_NRS_E 0.84 0.24 0.67 0.32 1016.60 

3 R_NS_NRS_P 0.83 0.13 0.42 0.16 1005.60 

4 R_NS_RS_C 0.78 0.12 0.42 0.14 995.60 

5 R_NS_RS_E 0.61 0.22 0.92 0.30 1003.60 

6 R_NS_RS_P 0.83 0.13 0.42 0.16 1005.60 

7 R_S_NRS_C 0.75 0.11 0.42 0.13 986.60 

8 R_S_NRS_E 0.81 0.22 0.67 0.30 1011.60 

9 R_S_NRS_P 0.80 0.12 0.42 0.14 997.60 

10 R_S_RS_C 0.74 0.11 0.42 0.13 985.60 

11 R_S_RS_E 0.56 0.18 0.92 0.25 998.60 

12 R_S_RS_P 0.79 0.12 0.42 0.15 997.60 

Source: Own editing 

Table 9. showed the ranking of the models derived using the object-descriptive 

properties. Calculating the correlation with the similarity analysis with 

idealities (Y0) described in Tables 35 and 11, the value of the correlation 

coefficient is 0.42, which assumes a medium positive relationship. It should 

be emphasized that the model preference for both procedures was 

R_NS_NRS_E, and the derivation efficiency was independently confirmed.  
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4. NEW AND NOVEL SCIENTIFIC RESULTS 

As a result of my research, I recorded the new and / or novel scientific results 

listed below in accordance with the hypotheses: 

H1: H1: Creating a structured database from information security audit 

reports and processing it as input into the decision support system, the 

existence of control deficiencies to be detected during audits is more likely to 

be detected than random guessing. Verified 

 Audit findings, i.e. control deficiencies, which are communicated in the 

form of a textual report to managers and investors of organizations, can be 

categorized in a logical context-dependent form, and upload to the 

machine in a structured form after conscious systematization of the 

findings; 

 

 There is an interrelation between the joint constellations of the findings 

documented by the audits, which can be demonstrated objectively, using 

mathematical apparatus, so a decision support system can be built, which 

is able to increase the efficiency of audits by ensuring their objective 

quality assurance: 

o Simple and hybrid ABM F1-Score values: 0.57 and 0.67, 

respectively; 

o Simple and hybrid GBM F1-Score values: 0.43 and 0.55, 

respectively; 

o Simple and hybrid NN F1-Score values: 0.53 and 0.56, 

respectively; 

 

 Based on the co-existence of control deficiencies, control deficiencies can 

be estimated for a given control on data not processed in advance by the 

decision support system, a more ideal result can be achieved than random 

guessing (AUROC> 0.5): 

o Simple and hybrid ABM AUROC values: 0.85 and 0.90, 

respectively, AUPRC values: 0.58 és 0.70, respectively; 

o Simple and hybrid GBM AUROC values: 0.85 and 0.85, 

respectively, AUPRC values: 0.61 és 0.71, respectively; 

o Simple and hybrid NN AUROC values: 0.82 and 0.85, 

respectively, AUPRC values: 0.56 és 0.62, respectively; 
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H1.1: H1.1: Evaluating the specifics of suspicion generation as a business-

interpreted problem to be solved, the detection of control deficiencies can be 

solved by both supervised and unsupervised machine learning procedures. 

Verified 

 Identifying the detection of control deficiencies as a classification 

problem, the generation of suspicion can be implemented in the 

framework of supervised machine learner modeling, where the dedicated 

target variable indicates the state of compliance of the given control: 

o Simple ABM F1-Score value: 0.57; 

o Simple GBM F1-Score value: 0.43; 

o Simple NN F1-Score value: 0.53; 

 

 Identifying the detection of control deficiencies as a recommendation 

system, suspicion generation can be implemented in the framework of 

unsupervised machine learner modeling, which, in the absence of a target 

variable, returns a list of identified suspicion moments to be discovered 

based on audit report similarity: 

o EUC F1-Score value: 0.21; 

o PEA F1-Score value: 0.21; 

o COS F1-Score value: 0.22; 

 

H1.2: H1.2: The performance of suspicion generation can be enhanced in a 

hybrid approach, i.e. the relevant performance metrics used in the research 

of the combined use of supervised and unsupervised methods show more ideal 

values than in stand-alone application. Verified 

 The performance of detecting control deficiencies can be improved by the 

combined use of supervised and unsupervised methods, where the 

unsupervised recommendation system suggests the moments of suspicion 

that the supervised methods incorporate into decision-making, thus 

reducing the degree of uncertainty as additional information: 

o Simple and hybrid ABM F1-Score values: 0.57 and 0.67, 

respectively; 

o Simple and hybrid GBM F1-Score values: 0.43 and 0.55, 

respectively; 

o Simple and hybrid NN F1-Score values: 0.53 and 0.56, 

respectively; 
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H1.3: H1.3: The hybrid model is able to improve the generalization power of 

simple models. Partly Verified 

 The variances of supervised machine learning systems are reduced by the 

hybrid approach, so their generalization power is more ideal than in stand-

alone application: 

o Simple and hybrid ABM Variance values: 0.08 and 0.06, 

respectively; 

o Simple and hybrid GBM Variance values: 0.04 and 0.03, 

respectively; 

o Simple and hybrid NN Variance values, respectively: 0.11 and 

0.11 (variance did not decrease for neural network); 

 

H2: The genetic potential of a decision support system can be reached by a 

search procedure with similarity analysis through controlled processing of the 

data set used for training, so that the search procedure leading to genetic 

potential can provide a more ideal result without random mutation and 

population crossings. Verified 

 The step functions generated by the similarity analysis are suitable for use 

in search procedures; 

 

 The genetic potential of the decision support system can be sought by 

deriving the value direction of the rational descriptive attributes belonging 

to the training set; 

 

 The search procedure can determine, based on the values of the available 

population, whether a given model is likely to have reached its genetic 

potential through an attempt to optimize the training set, and what 

attributes need to be modified to move toward the ideal target variable: 

o The algorithm gives the genetic potential of the model in the light 

of a given target variable as the sum of the most prominent weights 

(for GBM in iteration 11, the genetic potential of F1-Point: 0.71); 

o The algorithm determined, due to the difference in weights, which 

attributes needed to be modified to move in the direction of the 

ideal target variable (e.g., for GBM, it was achieved in iteration 1 

by increasing the f10 attribute according to a specific direction 

preference, where it was 1.9). 
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 The search procedure is able to indicate a more ideal direction even 

without accidental mutation: 

o The algorithm improved the GBM F1-Score value from 0.60833 

to 0.61925 already in iteration 1 without random mutation, which 

meant an improvement of 1.80%; 

o The algorithm improved the GBM F1-Score value from the initial 

0.60833 to 0.63673 in iteration 11 without random mutation, which 

represented a 4.57% improvement. 

 

 The search procedure can indicate a more ideal direction without crossing 

the individuals: 

o The algorithm improved the value of GBM F1-Score from 0.60833 

to 0.61925 already in iteration 1 without crossing the individuals, 

which meant an improvement of 1.80%. 

o The algorithm improved the GBM F1-Score value from the initial 

0.60833 to 0.63673 in iteration 11 without crossing the individuals, 

which represented an improvement of 4.57%. 

 

 The search procedure does not require intermediate new populations 

beyond the opening population; 

 

 The directions can be parameterized automatically in each iteration. 

 

H3:Artificial intelligence decision support systems can be ranked on a 

performance basis without classical testing procedures for machine learning 

applications, deriving the value direction of the descriptive properties of 

predictions as generated sources of suspicion and the mathematical apparatus 

processing this data automatically to objectively determine preferred models.. 

Verified 

 The developed method for searching for model preference is suitable for 

finding the ideal model from a predefined set of models, which can be 

objectively proved by independent testing: 

o The R_NS_NRS_E model was the most ideal, with a similarity 

analysis ideality of 1.012 (highest among all models), supported 

by an independently measured model performance estimate 

(similarity analysis ideality: 1.017, highest among all models). 
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 There is a correlation between the self-reinforcing (consistency) 

mechanisms of the models (behavior of system responses) and model 

performance metrics, so through the discovery of inconsistencies, 

performance can be estimated: 

o Calculating the correlation with the similarities of the similarity 

analysis with ideals (Y0), the value of the correlation coefficient is 

0.42, which assumes a medium positive relationship. 

 

 Determining the direction preference of the attributes belonging to the 

system responses communicated by the decision support system can be 

objectified, so it is possible to minimize human errors in the decision-

making process; 
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5. CONCLUSIONS AND RECOMMENDATIONS 

Based on the research conducted, the following points summarize the areas of 

practical applicability gained by the research and experiments: 

 Audit, and the professional fields performing an IT audit, can apply the 

procedures presented in the dissertation, which, among other things, 

contributes to more secure IT operation, compliance with regulatory 

requirements, and can increase the confidence of the organization's 

investors; 

 Automated detection of control deficiencies can give a more objective 

picture of the quality of control; 

 By improving the information security environment, organizations can be 

less exposed to external attackers and to intentional harm caused by 

employees, which can increase customer confidence in the organization's 

products / services, thus reducing reputational risks; 

 Clarification of audit findings can reveal fraud, bottlenecks, and mitigate 

the risks of compromising the confidentiality, integrity, and availability of 

corporate data assets; 

 The algorithm searching for the genetic potential of the described machine 

learning systems can be generalized, it works not only in a context-

dependent way, but can also be used to find solutions to other business and 

professional problems processed by machine learning; 

 The search procedure aimed at optimizing the size / composition of the 

training set, in case of a given target variable, it is able to select a more 

ideal direction based on the shifts of independent variables related to the 

target variable / for stochastically operating input-output systems; 

 The mathematical derivation of model preference and the search for the 

ideal model can be similarly generalized, allowing the context-

independent use of the algorithm where the hermeneutical subsystem has 

so far relied on human intuition to aggregate multiple layers of evaluation 

- so automation guarantees optimization and adherence to Knuth 

principles; 

 Automate direction preferences to reduce the risk of human error; 

During the research, a number of tasks and potential research directions were 

formulated in me, which I wanted to perform and document, but due to time 

and content constraints, it was not possible. The following points summarize 

the proposed research directions with which the results reported, can be 

improved: 
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 The research work has identified the detection of control deficiencies as a 

classification problem, however, regression algorithms may provide an 

opportunity to approximate the number of findings for controls; 

 To estimate control gaps due to the confidentiality, nature of the business 

problem, a number of attributes were not available that could refine the 

predictions. If possible, it is recommended to repeat the experiment, where 

the sales revenue, information security budget, organizational hierarchy, 

size, etc. of each organization are available. These would presumably 

improve the judgment of the systems; 

 The research did not separate the control deficiencies measured at the level 

of design, implementation and operational effectiveness related to each 

audit test, therefore the decision support system may be able to fine-tune 

this information to judge whether control deficiencies are already present 

in the control design, implementation or operation phases; 

 A structured database with numerical values has been processed in the 

research, however, the textual reports may contain additional information 

that may help the accuracy of the predictions, so it is recommended to 

conduct an experiment combining the advantages of natural language 

processing with the methods described in the dissertation; 

 The research did not attempt to find the perfect configuration, it was not 

intended due to content limitations. It is recommended to evaluate the 

algorithms after the optimal configuration. Furthermore, the search 

procedure described in the dissertation proves to be suitable for finding 

configurations more precisely; 

 To increase the performance of the similarity analysis, it is recommended 

to develop the algorithm with universal approximators e.g. by neural 

network. Such improvements in anti-discriminatory models may make 

them suitable for refining deviation from the norm; 

 In order to objectively determine direction preferences, it is recommended 

to experiment with additional algorithms that can provide more ideal 

results in terms of direction preferences, even in a hybrid solution that can 

reveal “lying” models and functions; 
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